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Observe trains of bursts 
from many sources:
a diagnostic of the 
underlying neutron star

Galloway et al. 2008
A sample of 1187 X-ray bursts from 48 
sources3
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Fig. 7. Bursts effective durations vs. persistent luminos-
ity for normal bursts (points) observed with RXTE (see
Galloway et al., 2006), intermediate long bursts (open cir-
cle, and triangle for this work; see Table 2 and for the τ ≈
100 s bursts see Galloway et al., 2006), and Superbursts
(open square, see e.g., Kuulkers, 2004; in ’t Zand et al.,
2004, see also Sect. 3.4).

ences therein). Note that in Fig. 7 we also have the relation
Lpers/LEdd " Ṁacc/ṀEdd.

All sources showing intermediate long bursts or super-
bursts also exhibit normal bursts, except SLX 1737-282.
Sofare, the latter has only showed intermediate long bursts.
In Table 2, we report the properties of the most power-
ful and recently studied intermediate long bursts. In Fig.
7, we also added intermediate long bursts with τ ≈ 100
s from the following sources: GRS 1747-312, EXO 0748-
676, and GX 17+2 (in ’t Zand et al., 2003; Galloway et al.,
2006). The burst properties of SLX 1737-282 are similar
to the other intermediate long bursts. The intermediate
long burst from SLX 1735-269 (Molkov et al., 2005) is the
only one showing a remarkably long rise time. This was
due to an extended photospheric radius expansion phase
with a well separated precursor. Molkov et al. (2005) inter-
preted the long decay as most probably due to the mixed
burning of H/He. However, in ’t Zand et al. (2007) sug-
gested this source is an ultra-compact X-ray binary system
and, therefore, a pure helium burst cannot be ruled out at
this relatively low accretion rate. Note that only the two
high accretion rate sources, GX 3+1 and GX 17+2, show
all three kinds of bursts, the latter being the only source
that shows intermediate long bursts at the Eddington mass
accretion rate (most likely resulting from mixed burn-
ing of H/He, Chenevez et al., 2006; Galloway et al., 2006;
Kuulkers et al., 2002; in ’t Zand et al., 2004; Kuulkers,
2002).

The superbursts are observed between 0.1–0.3ṀEdd and
the intermediate long bursts are observed between 0.002–
0.01ṀEdd, except again for GX 17+2 at ∼ 1ṀEdd and GX
3+1 for the peculiar two-phase intermediate long burst at
∼ 0.06ṀEdd (see Table 2). For Fig. 7, we derived the per-
sistent bolometric luminosity and burst duration for the
superbursts 4U 0614+09 (Kuulkers, 2005) and 4U 1608-52
(Remillard & Morgan, 2005) and found Lpers ≈ 0.013 and
0.14LEdd and τ = 0.15 × 1042/0.2 × 1038 ≈ 2.01 hr and

τ = 2 × 1042/0.6 × 1038 < 9.2 hr, respectively (see also for
4U 1608-52 Keek et al., 2007). For the first time a super-
burst, from 4U 0614+09, has been observed at ∼ 0.01ṀEdd

mass accretion rate, which diverges from the current pre-
diction that superbursts with carbon ignition on the hot
NS crust require an accretion rate > 0.1ṀEdd (see, e.g.,
Strohmayer & Bildsten, 2006). A consideration of these ob-
servations will be presented in Kuulkers (2008). However,
one puzzling issue is to understand why some sources un-
dergo the three types of bursts and others only one or two.

3.5. SLX 1737-282 an ultra-compact X-ray binary system
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Fig. 8. Companion radius Rc vs. mass Mc plane, show-
ing the Roche lobe constrains for the ultra-compact X-ray
binaries, for MNS = 1.4M!. The equations of state are
shown for brown dwarves (solid line) and cold pure helium
dwarves. The brown dwarf models are shown for different
ages. The figure also shows the low-mass regime for de-
generate dwarf models incorporating different compositions
(dot-dash O, dotted C, line He) and low (104 K) or high
(3×104 K) central temperatures (lower and upper curves).

The source SLX 1737-282 has recently been proposed
to be an ultra-compact X-ray binary (UCXB) candidate,
suggesting a pure He white dwarf donor star. An UCXB
with a hydrogen poor donor star can sustain persistently
low enough accretion rates, while a mixed hydrogen/helium
accretor with low enough accretion rates may not exist since
they then turn to be transient (in ’t Zand et al., 2007).

To accrete matter persistently, the assumption
of a Roche lobe-filling companion (Paczyński, 1971)
implies the mass-radius relation, Rlobe = Rc =
1.524 × 10−2(Mc/1M!)1/3(Porb/1min)2/3 R!, shown
in Fig. 8 for different orbital periods. We divided the
orbital periods into two distinct ranges - either around
10–60 -minute for UCXB or > 2 hours. In the orbital
period regions of 10–60 minutes, only very low-mass
degenerate O, C, or He dwarves can be the donor star.
Recent models of low-mass degenerate dwarves have been
produced incorporating the effect of different compositions
and temperatures (Deloye & Bildsten, 2003). The corre-
sponding Rc versus Mc equations of state are also shown in
Fig. 8. We are particularly interested in this region to study

Falanga et al. 2008: A diversity of bursting regimes
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Thin-shell instability
Hansen & van Horn Fujimoto et al., many others; see also Narayan & Heyl, 
Cooper & Narayan

(P ¼ yg; T )-space shown in the figure. In all the calculations
shown, we include sedimentation. As with Figures 2 and 3, the
curves terminate where the envelope becomes unstable to a thin-
shell instability (estimated from a one-zone calculation). The locus
of these ignition points is indicated by the curves labeled ‘‘He
ignition’’ (for ṁ " 2 ; 103 g cm#2 s#1) and ‘‘H ignition.’’ Our
conditions for unstable He ignition agree [in the absence of sedi-
mentation and using an emergent flux from the crust F ¼
0:15 MeVð Þ(ṁ/mu)] roughly with those obtained by Cumming
& Bildsten (2000). At ṁ ¼ 0:1ṁEdd, our ignition column is 30%
larger, but our temperature and hydrogen and helium mass frac-
tions agree to within 7%. This difference is likely caused by the
H-burning rate being slower than the HCNO limit used by
Cumming & Bildsten (2000) at T8 < 1:7. At these tempera-
tures, the reaction 13N( p; !) 14O does not entirely dominate over
the "-decay branch, so the rate is not entirely set by the decays
of 14O and 15O. The longer "-decay time of 13N (10 minute half-
life) decreases the total rate of H burning from the HCNO limit.

As noted by Fujimoto et al. (1981) there are three regimes
of burning parameterized by ṁ (see Bildsten 1998 and refer-
ences therein): (1) ṁ < ṁc2, for which hydrogen burns unstably;
(2) ṁc2 < ṁ< ṁc1, for which hydrogen burns stably and is com-
pletely consumed prior to unstable He ignition; and (3) ṁ > ṁc1,
for which hydrogen burns stably and is only partially consumed
prior to unstable He ignition. In the absence of sedimentation, we
find ṁc2 & 103 g cm#2 s#1 and ṁc1 & 2 ; 103 g cm#2 s#1 (see
Table 1 and Fig. 5).

When sedimentation is included, ṁc2 is unchanged, but the
abundance of H at the base of the accreted envelope is depressed
for ṁ < ṁc2 (see Fig. 5).Moreover, for accretion rates ṁP ṁc1 ¼
5 ; 103 g cm#2 s#1, helium ignites in the absence of hydrogen.
We emphasize, however, that the temperature at ignition and the
total mass of H in the envelope is only slightly affected by sedi-
mentation. The characteristics of the burst will depend on the
interplay between the thermal instability and the growth of the
convective zone (Woosley et al. 2004; Weinberg et al. 2006);
such a study is beyond the scope of this paper but is clearly a
crucial future step for understanding the burst physics. It is tan-
talizing that the accretion rate ṁc1 at which mixed H/He igni-
tion occurs is increased by a factor of 2 when sedimentation is
taken into account, and we speculate that this might alleviate the
discrepancy between the predicted transition in burst duration
(Fujimoto et al. 1981) and recent observations (see, e.g., den
Hartog et al. 2003).

4.2. Bursts at Low Accretion Rates

4.2.1. Observations

As discussed in x 1, X-ray bursts with extremely low persis-
tent luminosities ('1036 ergs s#1) have been discovered recently
(see Cocchi et al. 1999, 2001; Kaptein et al. 2000; Cornelisse
et al. 2002b; Arefiev&Aleksandrovich 2004). In Table 2, we list
the burst duration and persistent luminosity of all such known
burst sources. Several of these did not have persistent fluxes de-
tectable with the BeppoSAX WFC and are known as ‘‘burst-only
sources.’’ Follow-up observations with Chandra X-Ray Obser-
vatory revealed that the sources’ persistent luminosities are
1032Y1033 ergs s#1 (Cornelisse et al. 2002a), which is consistent
with these sources being X-ray transients. These bursts are very
rare: on average, there is only one burst detected for every 106 s

TABLE 1

Critical Mass Accretion Rates

Reference
ṁc2

(g cm#2 s#1)
ṁc1

(g cm#2 s#1)

This work (no sedimentation) .......... 103 2 ; 103

Hanawa & Fujimoto (1982) ............. 3.2 ; 102 3 ; 103

Bildsten (1998) ................................. 1.3 ; 103 8.6 ; 103

Narayan & Heyl (2003).................... 3 ; 102 3 ; 103

This work (with sedimentation) ....... 103 5 ; 103

Notes.—This comparison is forM ¼ 1:4 M(, R ¼ 10 km, X ¼ 0:7, and Z ¼
0:02. The result of Narayan & Heyl (2003) is taken from the case of core temper-
ature 108 K and R ¼ 10:4 km. For Narayan & Heyl (2003) we interpret ṁc2 as
being the critical mass accretion rate required for prompt hydrogen bursts.

Fig. 4.—Temperature evolution of the base of the accreted layer as it is ad-
vected to deeper column. The tracks (solid lines) correspond to different local
mass accretion rates and are in units of grams per square centimeter per second.
The ignition curves of H and He when sedimentation is (dashed lines) and is not
(dot-dashed lines) taken into account are shown as well.

Fig. 5.—Mass fraction of hydrogen at the column where either H (open sym-
bols and solid lines) or He ( filled symbols and dotted lines) unstably ignites, as a
function of mass accretion rates. We show results for which sedimentation is
ignored (circles) and for which it is included (squares).
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Schatz et al. 2001: consumption of H via rp-process
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For GS1826–24, 1-d models do remarkably well!

Galloway et al. 

Heger et al. 07
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Di!erent bursting regimes: Terzan 5
Linares et al.

10
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Fig. 1.— Overview of the burst and persistent emission evolution along the outburst of T5X2. Black lines show total 2 s time resolution
light curves during one RXTE orbit for nine selected dates, as indicated (using PCU2 and the full ∼2–60 keV band; gray dashed line
shows the approximate, not subtracted, background rate). Times have been shifted arbitrarily for display purposes. The increase in burst
rate and decrease in burst brightness as the persistent flux rises is evident. The step in October 13 was produced by a lunar eclipse
(Strohmayer et al. 2010). The source became unobservable for RXTE after November 19 due to Solar constraints.

ity at which such mHz QPOs are observed has remained
a puzzle, as it suggests a critical ṁ about an order of
magnitude lower than the stability boundary predicted
by theory (e.g., Heger et al. 2007b).
On 2010 October 10, an X-ray transient in the di-

rection of the globular cluster Terzan 5 was discov-
ered with the International Gamma-ray Astrophysics
Laboratory (Bordas et al. 2010; Chenevez et al. 2010).
During the following week, Rossi X-ray Timing Ex-
plorer (RXTE) observations revealed 11 Hz pulsa-
tions (Strohmayer & Markwardt 2010) and burst os-
cillations at the same frequency (Altamirano et al.
2010b; Cavecchi et al. 2011). The Chandra localiza-
tion (Pooley et al. 2010) confirmed that this was a new
NS transient, named IGR J17480–2446 (labeled CX25
or CXOGlb J174804.8–244648 by Heinke et al. 2006).
We refer hereinafter to IGR J17480–2446 as T5X2, as
this is the second bright X-ray source discovered in
Terzan 5 (after EXO 1745–248). A 21.3 hr orbital pe-
riod was measured from the Doppler shifts on the pulsar
frequency (Strohmayer et al. 2010; Papitto et al. 2011),
and the NS magnetic field was estimated to be between
108–1010 G based on the inferred magnetospheric ra-
dius (Papitto et al. 2011; Miller et al. 2011). This makes
T5X2 the type I X-ray burst source (burster) with the
slowest known NS spin and with the highest estimates
of the NS magnetic field strength. Near the outburst
peak T5X2 showed X-ray spectral and variability be-
havior typical of Z sources (the sub-class of high lumi-
nosity NS-LMXBs; Hasinger & van der Klis 1989), when
it was accreting at about half of the Eddington rate
(Altamirano et al. 2010c).
Linares et al. (2010a) argued that all the X-ray bursts

from T5X2 had a thermonuclear origin, based on the
evolution of the burst rate. Given the lack of spec-
tral softening along the tail of many of the bursts

and their short recurrence times, Galloway & in’t Zand
(2010) suggested that some of the T5X2 bursts were
type II instead of type I (i.e., accretion- instead of
nuclear-powered). However, the persistent-to-burst en-
ergy ratio throughout the October–November outburst
of T5X2 was typical of type I X-ray bursts, i.e., fully con-
sistent with the accretion-to-thermonuclear efficiency ra-
tio (Linares et al. 2011; Chakraborty & Bhattacharyya
2011; Motta et al. 2011). Furthermore, Linares et al.
(2011) measured a smooth evolution of the burst lumi-
nosity and spectral profiles and put forward a scenario to
explain the lack of cooling in the faintest bursts, conclu-
sively identifying all X-ray bursts detected from T5X2 as
thermonuclear.
We present a thorough analysis of the mHz QPOs from

T5X2, including but not limited to the ones originally
reported by Linares et al. (2010a). We study the mHz
QPO frequency evolution and energy-dependent ampli-
tude, as well as all X-ray bursts from T5X2 detected with
RXTE while the persistent (accretion) luminosity varied
along the outburst. Unlike previous studies (Motta et al.
2011; Chakraborty & Bhattacharyya 2011), we analyze
the complete sample of RXTE bursts and compare their
properties to theoretical models of thermonuclear burn-
ing, along the full range in persistent luminosity (∼10–
50% of the Eddington luminosity). Section 2 gives the
details of the data analysis, and Section 3 presents the
main observational results: a smooth evolution between
bursts and mHz QPOs (Figure 1), the mHz QPO prop-
erties in detail and four different bursting regimes during
the October-November 2010 outburst of T5X2. In Sec-
tion 4 we place the unique mHz QPO and bursting behav-
ior of T5X2 in the framework of thermonuclear burning
theory and discuss the possible effects of composition, NS
spin and magnetic field on the observed bursting prop-
erties. Section 5 gives our summary and conclusions.

Transition in burst behavior 
seen at lower (inferred) dM/dt 

than expected from 
theoretical models
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Challenges

Most systems are not like GS1826–24!

Above 0.1 Eddington accretion rate, evidence for some stable burning from many 
systems: for example,

burst frequency decreases (model predicts an increase)

bursts become shorter, indicating less H, not more

Some groups come in “clusters”: a group of up to 4 bursts, separated by waits of a 
few minutes (see Keek et al. 2010)
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Tuesday, March 27, 12



X-ray bursts as probes of nuclear physics

Basic scenario

Thin-shell instability in accreted envelope

Regimes of burning

Successes and failures of models

Probing the physics of dense matter

Mass and radius constraints from X-ray bursts

Mass and radius constraints from quiescent transients

Successes and challenges for more precise measurements

Concluding remarks

12

Tuesday, March 27, 12



Pulsars: about 50 are in binaries with information on 
masses

PSR J0737-3039A/B
John Rowe Animation/Australia Telescope 

National Facility, CSIROFigure 3: Neutron star (NS) mass-radius diagram. The plot shows non-
rotating mass versus physical radius for several typical NS equations of state
(EOS)[25]. The horizontal bands show the observational constraint from our
J1614−2230 mass measurement of 1.97±0.04 M!, similar measurements for
two other millsecond pulsars[3, 26], and the range of observed masses for
double NS binaries[2]. Any EOS line that does not intersect the J1614−2230
band is ruled out by this measurement. In particular, most EOS curves in-
volving exotic matter, such as kaon condensates or hyperons, tend to predict
maximum NS masses well below 2.0 M!, and are therefore ruled out.
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432 LATTIMER & PRAKASH Vol. 550

dramatic, also occurs in models GS2 and PCL2, which
contain mixed phases containing a kaon condensate and
strange quark matter, respectively. All other normal EOSs
in this Ðgure, except PS, contain only baryons among the
hadrons.

While it is generally assumed that a sti† EOS implies
both a large maximum mass and a large radius, many
counter examples exist. For example, GM3, MS1, and PS
have relatively small maximum masses but large radii com-
pared to most other EOSs with larger maximum masses.
Also, not all EOSs with extreme softening have small radii
for M [ 1 (e.g., GS2, PS). Nonetheless, for stars withM

_masses greater than 1 only models with a large degreeM
_

,
of softening (including strange quark matter conÐgurations)
can have km. Should the radius of a neutron starR= \ 12
ever be accurately determined to satisfy km, aR= \ 12
strong case could be made for the existence of extreme
softening.

To understand the relative insensitivity of the radius to
the mass for normal neutron stars, it is relevant that a New-
tonian polytrope with n \ 1 has the property that the stellar
radius is independent of both the mass and central density.
Recall that most EOSs, in the density range of haven

s
È2n

s
,

an e†ective polytropic index of about 1 (see Fig. 1). An

n \ 1 polytrope also has the property that the radius is
proportional to the square root of the constant K in the
polytropic pressure law P \ Ko1`1@n. This suggests that
there might be a quantitative relation between the radius
and the pressure that does not depend upon the EOS at the
highest densities, which determines the overall softness or
sti†ness (and, hence, the maximum mass).

In fact, this conjecture may be veriÐed. Figure 3 shows
the remarkable empirical correlation that exists between the
radii of 1 and 1.4 normal stars and the matterÏs pressureM

_evaluated at Ðducial densities of and Table 11n
s
, 1.5n

s
, 2n

s
.

explains the EOS symbols used in Figure 3. Despite the
relative insensitivity of radius to mass for a particular EOS
in this mass range, the nominal radius which is deÐnedR

M
,

as the radius at a particular mass M in solar units, still
varies widely with the EOS employed. Up to D5 km di†er-
ences are seen in for example. Of the EOSs in Table 1,R1.4,
the only severe violations of this correlation occurs for
PCL2 and PAL6 at 1.4 for and for PS at both 1 andM

_
n
s
,

1.4 for In the case of PCL2, this is relatively close toM
_

2n
s
.

the maximum mass, and the matter has extreme softening
due to the existence of a mixed phase with quark matter. (A
GS model intermediate between GS1 and GS2, with a
maximum mass of 1.44 would give similar results.) InM

_
,

FIG. 3.ÈEmpirical relation between pressure, in units of MeV fm~3, and R, in kilometers, for EOSs listed in Table 1. The upper panel shows results for 1
(gravitational mass) stars ; the lower panel is for 1.4 stars. The di†erent symbols show values of RP~1@4 evaluated at three Ðducial densities.M

_
M

_Radius correlated with pressure of nuclear matter
Lattimer & Prakash 2001
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Using X-ray bursts to determine M, R
Marshall; van Paradijs et al.; Özel et al; Steiner et al.

15

Thermonuclear bursts observed by RXTE 19

Fig. 10.— Top panel Distribution of (normalized) peak burst
flux Fpk/FEdd for radius-expansion (dark gray) and non-radius ex-
pansion (light gray) bursts. The distribution of peak fluxes of the
radius-expansion bursts is broad, with standard deviation 0.14.
The radius-expansion burst with the lowest peak flux ! 0.3FEdd is
from 4U 1636−536 (see also §A.8). The black histogram shows the
combined distribution. Bottom panel Distribution of normalized
fluence Ub = Eb/FEdd for both types of bursts. There is signif-
icant overlap between the two distributions, suggesting that the
amount of accreted fuel is relatively unimportant in determining
whether bright bursts exhibit radius expansion or not. Not shown
are 18 extremely energetic bursts with Ub > 20 s, all exhibiting
radius-expansion, from 4U 0513−40, 4U 1608−52, 4U 1636−536,
4U 1724−307, GRS 1741.9−2853 (2), GRS 1747−312, GX 17+2
(8), XB 1832−330, HETE J1900.1−2455 and 4U 2129+12.

ergetic PRE bursts from the same source. For example,
the brightest burst from GRS 1741.9−2853, on 1996 July,
reached a peak flux 25% higher than the next brightest
PRE burst. The 1996 July burst had Ub = 65, com-
pared to the next highest value of 23. Similarly, the first
burst observed by RXTE from the millisecond accretion-
powered pulsar HETE J1900.1−2455 had a peak flux
20% greater than the second, again with a much higher
Ub = 55 compared to 15.

While these two factors played a significant role in
the overall variation of PRE burst peak fluxes, smaller
variations were observed from other sources without no-
tably under- or over-luminous PRE bursts. For exam-
ple, the peak PRE burst fluxes from 4U 1728−34 were
normally distributed with a fractional standard devia-
tion of 10%. In that case quasi-periodic variations on
a timescale of ≈ 40 d were observed in both the peak
PRE burst flux, and the persistent intensity (measured
by the RXTE/ASM; Galloway et al. 2003). The residual
variation of Fpk,PRE for subsets of bursts observed close
together in time (once the ≈ 40 d trend was subtracted)
was consistent with the measurement uncertainties, in-
dicating that the intrinsic variation of the peak PRE
burst luminosity is actually ! 1%. A correlation between
the PRE burst fluence and the peak flux was attributed
to reprocessing of the burst flux in the accretion disk.
The fraction of reprocessed flux may vary from burst to

Fig. 11.— An example of an extremely strong photospheric
radius-expansion burst observed from 4U 1724−307 in the globu-
lar cluster Terzan 2 by RXTE. Top panel Burst luminosity (in units
of 1038 erg s−1; middle panel blackbody (color) temperature kTbb;
and bottom panel blackbody radius Rbb. LX and Rbb are calcu-
lated assuming a distance to the host globular cluster Terzan 2 of
9.5 kpc (Kuulkers et al. 2003). The time at which the flux reaches
its maximum value is indicated by the open circle. Note the gap in
the first 10 s of this burst, preceded by an abrupt increase in the ap-
parent blackbody radius to very large values. This gap was caused
not by an interruption in the data but because the radius-expansion
was sufficiently extreme to drive the peak of the spectrum below
the PCA’s energy range. In such cases we expect the luminosity
is maintained at approximately the Eddington limit, although it is
no longer observable by RXTE.

burst as a result of varying projected area of the disk,
through precession of the disk possibly accompanied by
radiation-induced warping. That the persistent flux from
4U 1728−34 varies quasi-periodically on a similar time
scale to Fpk,PRE is qualitatively consistent with such a
cause. It is plausible that comparable variations due to
similar mechanisms may be present in other sources.

Even assuming that the mean peak flux of PRE bursts
approaches the characteristic FEdd value for each source,
it is to be expected that the Eddington luminosities for
different sources are not precisely the same. Inconsisten-
cies are perhaps most likely to arise from variations in the
composition of the photosphere (the hydrogen fraction,
X , in equation 7); the neutron star masses, as well as
variations in the typical maximum radius reached dur-
ing the PRE episodes (which affects the gravitational
redshift, and hence the observed LEdd) may also con-
tribute. We can be most confident regarding the pho-
tospheric composition in the ultracompact sources like
3A 1820−303 (§A.39), where the lack of hydrogen in
the mass donor rules out any significant abundance in
the photosphere. However, for the majority of burst-
ing sources the uncertainty in X is the dominant uncer-
tainty in (for example) distance determination via PRE
bursts. One clue as to the composition is provided by the
PRE bursts from 4U 1636−536, which reach peak fluxes
that are bimodally distributed (Galloway et al. 2006).

RXTE observations; Galloway et al. ’08
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Figure 3. Spectral evolution during the first 15 s of the two Eddington limited thermonuclear bursts observed from EXO 1745−248 by RXTE. The panels show the
evolution of the flux, the blackbody temperature, and the apparent radius as observed at infinity, together with their 1σ statistical errors.

Figure 4. Plot of 1σ and 2σ confidence contours of the normalization
and blackbody temperature obtained from fitting the two PRE bursts during
touchdown. The dashed lines show contours of constant bolometric flux.
(A color version of this figure is available in the online journal.)

Such a phenomenon can introduce systematic uncertainties
in the apparent surface areas measured during the cooling
tails of bursts. Because the systematic errors dominate over
the statistical errors in this particular case, we will assume a
boxcar probability distribution over this quantity in the range
A = 116 ± 13 km2 kpc−2.

3. DETERMINATION OF THE NEUTRON STAR MASS
AND RADIUS

In an approach similar to that of Özel (2006), we use the
spectroscopic measurements of the touchdown flux FTD and
the ratio A during the cooling tails of the bursts, together
with the measurement of the distance D to the source in
order to determine the neutron star mass M and radius R.
The observed spectroscopic quantities depend on the stellar
parameters according to the relations

FTD = GMc

kesD2

(
1 − 2GM

Rc2

)1/2

(1)

and

A = R2

D2f 4
c

(
1 − 2GM

Rc2

)−1

, (2)

where G is the gravitational constant, c is the speed of light, kes
is the opacity to electron scattering, and fc is the color correction
factor.

In the absence of errors in the determination of the
observable quantities, the last two equations can be solved for
the mass and the radius of the neutron star. However, because
of the particular dependences of FTD and A on the neutron star
mass and radius (see also Figure 1 in Özel 2006), the loci of
mass–radius points that correspond to each observable inter-
sect, in general, at two distinct positions. Moreover, the diverse
nature of uncertainties associated with each of the observables
requires a formal assessment of the propagation of errors, which
we present here.

X-ray burst pro"les (Özel et al. 2009)
16
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Figure 1. Mass–radius probability distributions for Type-I X-ray bursts assuming that the photospheric radius and the stellar radius are identical. The causal limit
β = 1/2.94 is indicated with a dashed line. These plots correspond to the results shown in the second group in Table 2. The solid curves indicate the 68% and 95%
confidence boundaries while the shading level reflects the relative probabilities. All distributions, Pi, are normalized so that

∫
PidMdR = 1.

(A color version of this figure is available in the online journal.)

the photosphere is still extended. To explore this situation, we
first consider the extreme possibility that rph ! R at the point
identified as touchdown from the maximum in Tbb,∞. In this
case, FTD,∞ = FEdd and is independent of the stellar radius R.
With this assumption, α (Equation (3)) and γ (Equation (4)) are
now related to β and R via

α = β
√

1 − 2β, (10)

γ = R

β(1 − 2β)
. (11)

Defining a quantity θ = cos−1(1 − 54α2), the expressions for
the compactness, radius, and mass are then

β1 = 1
6

[1 +
√

3 sin(θ/3) − cos(θ/3)], (12)

β2 = 1
6

[1 + 2 cos(θ/3)] , (13)

R = αγ
√

1 − 2β1,2, (14)

M = c2

G
α2γ . (15)

Obviously, M is real for all α, γ > 0. For α < 3−3/2 % 0.192,
θ is real and there are three real roots for β and R. Only two
of these, 0 ! β1 ! 1/3 and 1/3 ! β2 ! 1/2, are physically
meaningful: the other root is negative. When α > 3−3/2 there is
one real root for β and two imaginary ones, but the real root is
negative.

From the top group in Table 2, we can see that both 4U
1820–30 and EXO 1745–248 have most probable values of α
that satisfy the constraint for positive real values of β and R,
and 4U 1608–522 lies less than 1σ above this limit. Therefore,
we now find that a much larger fraction of the MC realizations
are accepted when selecting values for FTD,∞, A, D, fc, and
X from their probability distributions. This is shown in the
fourth group of Table 2, for which we use the model given in
Equations (10) and (11) and impose the restriction α < 0.192.
In contrast to the case in which rph = R, the uncertainties in α̂
and γ̂ are not as strongly diminished. Moreover, the values
for α̂ are no longer nearly the same for the three sources.
While in principle each accepted realization results in two M,R
values, one corresponding to β1 and the other to β2, nearly all

Steiner et al., following Özel et al.

rph = R
h = 2R/rph
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model spectral evolution over 
entire burst (for 1724-307): check 
on whether model matches burst 
behavior

touchdown !ux > Eddington

color correction factor fC is not 
constant, and it depends on 
composition

Systematic uncertainties (Suleimanov et al.)

6 Suleimanov et al.

Figure 8. Illustration of the suggested new cooling tail method. The depen-
dence K−1/4–F as observed during the cooling track of the long burst from
4U 1724–307 on November 8, 1996 (circles). The theoretical fc–L/LEdd

dependence is shown by the dashed curve (right and upper axes) and the
best-fit relation (solid curve).

checked whether these quantities are actually consistent with
each other. For example, the theory also predicts that the color
correction fc changes from ≈1.7 to ≈1.4 when the luminos-
ity drops from the Eddington to about 1/3 of the peak value.
This also implies that the blackbody normalization between
the touchdown point and the decay phase must increase at
least by a factor of two. It is really true for the long burst from
4U 1724–307, while the short bursts have nearly constant K ,
which is two times smaller than that in the long burst, imply-
ing probably a partial eclipse of the NS by the optically thick
accretion disk and/or the influence of the boundary layer on
the structure of the NS atmosphere as discussed in Section 2.1.
We also note here that all bursts analyzed by Özel et al. (2009)
and Güver et al. (2010a,b) are short, they do not show enough
variations of K in their cooling tracks, and therefore the re-
sults obtained from these bursts are not reliable (see Sect. 5.2
for more details).

On the base of all these arguments we offer a new approach
to the NS mass and radius estimations using the information
from the whole cooling track.

3.4. Determining M and R using the cooling tail method
If the radiating surface area does not change during the

burst decay phase, the evolution of the normalization is fully
determined by the color correction variations (see Equa-
tions (11) and (12)). We thus suggest to fit the observed re-
lation K−1/4–F at the cooling phase of the burst by the the-
oretical relations fc – L/LEdd (shown in Fig. 6, see also
Suleimanov et al. 2011) with free parameters being A and the
Eddington flux FEdd (see Fig. 8 for illustration). The be-
haviour of fc depends rather weakly on the NS gravity and
chemical composition, which substantially reduces the model
dependence of the fitting procedure. Using the obtained best-
fit parameters, we can then apply the method identical to that
described in Section 3.3.

The main advantages of the proposed cooling tail method
is that there is no freedom in choosing fc in the cooling tail,
the determination of the Eddington flux becomes decoupled
from the uncertainties related to the touchdown flux as the
whole cooling tail is used, and finally, one can immediately
check whether the burst spectral evolution is consistent with
theoretical models and whether the employed model includes
the majority of the relevant physics for the description of the
considered phenomenon. This check can help to choose for

0.0 0.2 0.4 0.6
F  [10−7 erg s−1 cm−2] 

0.2

 

0.3

 

K
 -1

/4
= 

(R
bb

,k
m
/D

10
)-1

/2

H

He

X=0.74
Z=0.3ZO •

accretion
important

FEdd  at
surface touchdown

Figure 9. Comparison of the X-ray burst data for 4U 1724–307 to the the-
oretical models of NS atmosphere. The crosses present the observed depen-
dence of K−1/4 vs. F for the long burst, while diamonds represent two
short bursts for the blackbody model with constant absorption NH = 1022

cm−2. The solid curves correspond to the three best-fit theoretical models
of various chemical compositions (see Fig. 6). The best-fit parameters FEdd

and A, defined by Equations (6) and (12), are given in Table 1.

further analysis only those bursts that follow the theory.

4. RESULTS

4.1. The long burst from 4U 1724–307
4.1.1. Determining NS parameters using the cooling tail method

Let us apply the method described in Section 3.4 for deter-
mining NS mass and radius from the data on the long burst
from 4U 1724–307. We fit the dependence of the normaliza-
tion constant K on the observed flux F for the long burst by
the theoretical curves fc – L/LEdd computed for three chem-
ical compositions. They give a good description of the data at
intermediate fluxes for the data points to the right of the verti-
cal dashed line (Fig. 9), but below the touchdown, which we
use for fitting. Close to the touchdown, significant deviations
are probably caused by deviations from the plane-parallel at-
mosphere and effects of the wind (thus the models are not re-
liable). Strong deviations are also visible at low fluxes where
the burst spectrum is probably modified by accretion. As-
suming that FEdd is actually reached at the touchdown con-
tradicts the following evolution of the parameters during the
cooling phase. The fits are better for the hydrogen-rich atmo-
spheres. The results of the fitting for all considered chemical
compositions of the NS atmosphere are presented in Table 1.
The uncertainties in A and FEdd are obtained with a bootstrap
method.

Taking the distance in the range 5.3–7.7 kpc (see Section
2.2), we convert a distribution of FEdd and A using Monte-
Carlo simulations to the distribution of M and R (Fig. 10 and
Table 1). The resulting contours are elongated, because of the
uncertainty in distance, along the curves of constant Edding-
ton temperature. The pure helium model atmospheres give a
mass which is too small from the stellar evolution point of
view. It is also below the mass-shedding limit if the star is ro-
tating faster than at about 500 Hz. Pure hydrogen atmosphere
models are consistent with the data only for D < 6 kpc, while
for the atmosphere of solar composition the upper limit is
7 kpc. The hydrogen rich atmosphere models give a lower
limit on the stellar radius of 14 km independently of the metal
abundance (see Table 1) for NS masses less than 2.3M", and
smaller radii are allowed only for high NS masses. For the
helium atmosphere, the solution shifts towards higher masses

19
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results of "tting long bursts from 1724–307
Suleimanov et al. 2011

20

Cooling phases of the X-ray burster 4U 1724−307 7

Table 1
Best Fit Parameters

Atmosphere model FEdd A TEdd,∞ χ2/d.o.f. M R
(10−7 erg s−1 cm−2) (km/10 kpc)−1/2 (107 K) (M#) (km)

Hydrogen 0.525±0.025 0.170±0.001 1.64±0.02 5.0/5 1.9±0.4 / 2.45±0.15 14.7±0.8 / 11.7±1.3
1.4 (fixed) 14.2±0.4

Solar H/He, Z = 0.3Z# 0.521±0.020 0.172±0.002 1.66±0.02 5.8/5 1.85±0.6 / 2.7±0.15 15.5±1.5 / 13.0±1.0
1.4 (fixed) 15.2±0.4

Helium 0.50±0.02 0.178±0.002 1.71±0.02 11.3/5 1.05+0.55
−0.4 18.0+3.5

−3.5
1.4 (fixed) 20.2±0.5

Note. — Results of the fits to the K−1/4–F dependence with the NS atmosphere models for various chemical compositions and log g = 14.0. For hydrogen
and solar composition atmospheres there are two solutions for M and R (see Fig. 10). Neutron star mass and radius are computed from A and FEdd assuming a flat
distribution of the distance between 5.3 and 7.7 kpc with Gaussian tails of 1σ=0.6 kpc. Errors correspond to the 90% confidence level.
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Figure 10. Constraints on the mass and radius of the NS in 4U 1724–307
from the long burst spectra (fitted with the blackbody model and constant
absorption). The dotted curves correspond to the best-fit parameter A for
the distance to the source of 5.3 kpc. For a flat distribution of the distance
between 5.3 and 7.7 kpc with Gaussian tails of 1σ=0.6 kpc, the constraints
are shown by contours (90% confidence level). They are elongated along
the (dashed) curves corresponding to the Eddington temperatures TEdd,∞
given by Equation (13) (which do not depend on the distance). These cor-
respond to the three chemical compositions: green for pure hydrogen, blue
for the solar ratio of H/He and subsolar metal abundance Z = 0.3Z# ap-
propriate for Terzan 2 (Ortolani et al. 1997), and red for pure helium. The
mass-radius relations for several equations of state of neutron and strange
stars matter are shown by solid pink curves. The upper-left region is ex-
cluded by constraints from the causality requirements (Haensel et al. 2007;
Lattimer & Prakash 2007). The brown solid curves in the lower-right region
correspond to the mass-shedding limit and delineate the zone forbidden for
4U 1724–307, if it had a rotational frequency of 500 or 619 Hz, the highest
detected for the X-ray bursters (Strohmayer & Bildsten 2006).

and larger radii exceeding the mass-shedding limit (e.g. for a
1.5 solar mass star the radius is about 20 km). If we take the
canonical neutron star mass of 1.4M!, the NS radius is then
strongly constrained at R = 15.2 ± 0.4 km assuming solar
H/He composition with Z = 0.3Z! and 14.2±0.4 km for hy-
drogen. The obtained constraints (see Table 1) imply a stiff
equation of state of the NS matter.

The choice of the highest-flux point at the K−1/4–F plot
used in the fitting procedure affects the results slightly. Ne-
glecting even the second point after the touchdown, reduces
the estimated FEdd by 3%, while A (defined by the horizon-
tal part of the cooling track) remains unchanged. This leads
to a 2% increase in radius and 4% decrease in the NS mass
estimates. The fits to the K−1/4–F dependence, which is ob-
tained with blackbody fits with freeNH, in the same flux inter-
vals as for constant NH give values of A about 10% smaller,

while the Eddington flux estimates remain the same within
1%. In this case, the estimated NS radii grow by 20% relative
to those shown in Fig. 10.

In addition, there is a systematic uncertainty of about
10% in the absolute values of fluxes measured by the RXTE
(Kirsch et al. 2005; Weisskopf et al. 2010). It acts similarly to
an additional 5% uncertainty on the distance and does not af-
fect the value of TEdd,∞. With the current uncertainty on the
distance to 4U 1724–307, this additional inaccuracy does not
substantially increase the error bars on M and R in Table 1.

The determined Eddington flux is smaller than the touch-
down flux by about 15%. The main part of this differ-
ence can be easily explained by the temperature depen-
dence of the electron scattering opacity (Paczynski 1983;
Pozdniakov et al. 1983; Lewin et al. 1993). In our model cal-
culations (Suleimanov et al. 2011), we used the Kompaneets
equation to describe the electron scattering and this assumes
the Thomson opacity. As the upper atmosphere layers can be
as hot as 3–3.5 keV, the electron scattering opacity there is
smaller than the Thomson one by about 6–8% and the actual
Eddington limit is reached at correspondently higher luminos-
ity thanLEdd given by Equation (5). Because we fit the data at
luminosities much below the Eddington (where correction to
the Thomson opacity are small), we determine FEdd as given
by Equation (6), which is used for determination of M and R.
We also note here that the opacity effect is not included in the
touchdown method, which assumes the touchdown flux being
equal to the Eddington flux at Thomson opacity.

The remaining ∼8% difference between the “true” Edding-
ton flux and the touchdown flux can be understood, if we take
into account that the maximum luminosity for PRE bursts can
exceed the Eddington luminosity on the surface due to the
dependence of the observed Eddington luminosity on the red-
shift z (see Equation (5) and Lewin et al. 1993). This would
imply that the photospheric radius corresponding to the touch-
down exceeds the NS radius by ∼25%. The corresponding
color correction then has to be ∼15% larger than for our mod-
els with l = 0.98, which is consistent with that expected at
L ∼ LEdd (Pavlov et al. 1991). The sharp maximum in Tbb

(and minimum in K) can arise from a joint influence of the
increasing color correction and decreasing effective tempera-
ture during the photospheric radius expansion phases.

The lower limit on the NS radius of 13.5–14 km as ob-
tained by us is consistent with the measurements for the ther-
mally emitting quiescent NS X7 in the globular cluster 47 Tuc
(14.5+1.8

−1.6 km; Heinke et al. 2006). However, the radii of other
thermally emitting quiescent NSs are significantly smaller (9–
13 km; Webb & Barret 2007; Guillot et al. 2011). We note
that these results depend on the model of the NS hydrogen at-
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Fitting a dense EOS: 3 components
Steiner et al. 2010

A general equation of state

low-density: expansion in u=n/n0 with priors (K,K’, Sv, γ) constrained from 
experiment

high-density: two matched polytropes (P = K ρ1+1/n); covers wide-range of 
models (Read et al. ’09)

masses of individual neutron stars

Markov Chain Monte Carlo

for each set {EOS parameters, NS masses} compute the likelihood of a point

accept or reject that point via Metropolis algorithm

22

– 20 –

4.2. Parameterization of the EOS

We divide the EOS into four energy density regimes. The region below the transition energy density
εtrans ≈ ε0/2 is the crust, for which we use the EOS of Baym et al. (1971) and Negele & Vautherin (1983).
Here ε0 is the nuclear saturation energy density; it is convenient to remember that the nuclear saturation
baryon density 0.16 fm−3 corresponds to an energy density of ≈ 160MeV fm−3 and a mass density of ≈
2.7 × 1014 g cm−3. For εtrans < ε < ε1, we use a schematic expression representing charge-neutral uniform
baryonic matter in beta equilibrium that is compatible with laboratory data. Finally, two polytropic pressure-
density relations are used in the regions ε1 < ε < ε2 and ε > ε2. The densities ε1 and ε2 are themselves
parameters of the model. The schematic EOS for εtrans < ε < ε1 is taken to be

ε = nB
{

mB + B +
K
18
(u − 1)2 + K′

162
(u − 1)3 + (1 − 2x)2

[

S ku2/3 + S puγ
]

+
3
4
!cx(3π2nbx)1/3

}

(33)

where nB is the baryon number density, mB is the baryon mass, u = nB/n0, and x is the proton (electron)
fraction. The saturation number density, n0, is fixed at 0.16 fm−3, the binding energy of saturated nuclear
matter, B, is fixed at −16 MeV, and the kinetic part of the symmetry energy, S k, is fixed at 17 MeV. The
compressibility K, the skewness K′, the bulk symmetry energy parameter, S v ≡ S p+S k (where S p is the po-
tential part of the symmetry energy), and the density dependence of the symmetry energy, γ, are parameters,
which we constrain to lie within the ranges specified in Table 3. These limits operate as constraints in our
otherwise trivial prior distributions, P(M). To avoid bias in our results and to ensure that our model space is
not over-constrained, we have intentionally made these ranges larger than normally expected from modern
models of the EOS of uniform matter which are fit to laboratory nuclei. While in principle the crust EOS
for each set of EOS parameters could be different, as described in Steiner (2008), in practice the masses and
radii are not strongly affected by changes in the crust at this level. The transition between the crust EOS and
the low-density EOS is typically around half of the nuclear saturation density and is determined for each
parameter set by ensuring that the energy is minimized as a function of the number density. We have opted,
at this stage, not to include correlations between parameters that have been shown to exist from nuclear
systematics or neutron matter calculations. For example, the values of S v and γ (or, equivalently, S v and S s,
the surface symmetry parameter) are highly correlated (Steiner et al. 2005) in liquid drop mass formula fits
to nuclear masses. Such correlations will be considered in a future publication.

The last term in equation (33) is due to electrons. The proton fraction x is determined as a function of
density by the condition of beta equilibrium

∂ε

∂x
= !c(3π2nBx)1/3 − 4

[

S ku2/3 + S puγ
]

(1 − 2x) = 0 , (34)

which has the solution
x =

1
4

[

(√
d + 1 + 1

)1/3
−
(√
d + 1 − 1

)1/3]3
, (35)

where

d =
π2nB
288

















!c
[

S ku2/3 + S puγ
]

















3

. (36)
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(SOM)]. Different theoretical formulations
concerning the energy density would lead to
different pressures (that is, to different EOSs
for nuclear matter) in the equilibrium limit, in
these simulations, and in the actual collisions.

At an elapsed time of 3 ! 10"23 s in the
reaction, the central density (in Fig. 1b#) ex-
ceeds 3 $0. The corresponding back panel,
labeled (b), indicates a central pressure great-
er than 90 MeV/fm3 (1 MeV/fm3 % 1.6 !
1032 Pa; that is, 1.6 ! 1027 atmospheres).
These densities and pressures are achieved by
inertial confinement; the incoming matter
from both projectile and target is mixed and
compressed in the high-density region where
the two nuclei overlap. Participant nucleons
from the projectile and target, which follow
small impact parameter trajectories (at x,y &
0), contribute to this mixture by smashing
into the compressed region, compressing it
further. The calculated transverse pressure in
the central region reaches '80% of its equi-
librium value after '4 ! 10"23 s (Fig. 1c#)
and is equilibrated for the later times in Fig.
1. Equilibrium is lost at even later times, but
only after the flow dynamics are essentially
complete.

Spectator nucleons, which are those that
avoid the central region by following large
impact parameter trajectories (with large !x!
( 6 fm), initially block the escape of com-
pressed matter along trajectories in the reac-
tion plane and force the matter to flow out of
the compressed region in directions perpen-
dicular to the reaction plane (Fig. 1, b to d).
Later, after these spectator nucleons pass,
nucleons from the compressed central region
preferentially escape along in-plane trajecto-
ries parallel to the reaction plane that are no
longer blocked. This enhancement of in-
plane emission is beginning to occur to a
limited extent in Fig. 1e at this incident en-
ergy of 2 GeV per nucleon. This later in-
plane emission becomes the dominant direc-
tion at higher incident energies of 5 GeV per
nucleon, where the passage time is consider-
ably less. Thus, emission first develops out of
plane (along the y axis in Fig. 1) and then
spreads into all directions in the x-y plane.

The achievement of high densities and
pressures, coupled with their impact on the
motions of ejected particles, provide the sen-
sitivity of collision measurements to the
EOS. The directions in which matter expands
and flows away from the compressed region
depend primarily on the time scale for the
blockage of emission in the reaction plane by
the spectator matter and the time scale for the
expansion of the compressed matter near x &
y & z & 0. The blockage time scale can be
approximated by 2R/()cmvcm), where R/)cm is
the Lorentz contracted nuclear radius, and
vcm and )cm are the incident nucleon velocity
and the Lorentz factor, respectively, in the
center-of-mass reference frame. The block-

age time scale therefore decreases monoton-
ically with the incident velocity. The expan-
sion time scale can be approximated by R/cs

where cs % c*+P/+e is the sound velocity in
the compressed matter and c is the velocity of
light. The expansion time scale therefore de-
pends (via cs) on the energy density e and on
the nuclear mean field potential U according
to Eqs. 2 and 3 and the associated discussion.
This provides sensitivity to the density de-
pendence of the mean field potential, which is
important because uncertainties in the density
dependence of the mean field make a domi-
nant contribution to the uncertainty in the
EOS. More repulsive mean fields lead to
higher pressures and to a more rapid expan-
sion when the spectator matter is still present.
This causes preferential emission perpendic-
ular to the reaction plane where particles can
escape unimpeded. Less repulsive mean
fields lead to slower expansion and preferen-
tial emission in the reaction plane after the
spectators have passed.
Analyses of EOS-dependent observ-

ables. The comparison of in-plane to out-of-
plane emission rates provides an EOS-depen-
dent experimental observable commonly
referred to as elliptic flow. The sideways
deflection of spectator nucleons within the
reaction plane, due to the pressure of the
compressed region, provides another observ-
able. This sideways deflection or transverse
flow of the spectator fragments occurs pri-
marily while the spectator fragments are ad-
jacent to the compressed region, as shown in
Fig. 1b’ to 1d’. The velocity arrows in Fig.
1d’ and 1e’ suggest that the changes in the
nucleon momenta that result from a sideways

deflection are not large. However, these
changes can be extracted precisely from the
analysis of emitted particles (31). In general,
larger deflections are expected for more re-
pulsive mean fields, which generate larger
pressures; and conversely, smaller deflec-
tions are expected for less repulsive ones.

In terms of the coordinate system in Fig.
1, matter to the right (positive x) of the
compressed zone, originating primarily from
the projectile, is deflected along the positive x
direction; and the matter to the left, from the
target, is deflected to the negative x direction.
Experimentally, one distinguishes spectator
matter from the projectile and the target by
measuring its rapidity y, a quantity that in the
nonrelativistic limit reduces to the velocity
component vz along the beam axis (35). For
increasing values of the rapidity, the mean
value of the x component of the transverse
momentum increases monotonically (12, 14–
16, 31). Denoting this mean transverse mo-
mentum as ,px( and corresponding trans-
verse momentum per nucleon in the detected
particle as ,px/A(, we find that larger values
for the pressure in the compressed zone, due
to more repulsive EOSs, lead to larger values
for the directed transverse flow F defined
(12) by

F !
d-px/A.

d/ y/ycm0
"

y/y
cm ! 1

(4)

where ycm is the rapidity of particles at rest in
the center of mass and A is the number of
nucleons in the detected particle. (F can be
viewed qualitatively as the tangent of the
mean angle of deflection in the reaction
plane. Larger values for F correspond to larg-

Fig. 1. Overview of
the dynamics for a
Au 1 Au collision.
Time increases from
left to right, the cen-
ter of mass is at r% 0,
and the orientation of
the axes is the same
throughout the figure.
The trajectories of
projectile and target
nuclei are displaced
relative to a “head-
on” collision by an im-
pact parameter of b %
6 fm (6 ! 10"13 cm).
The three-dimensional
surfaces (middle pan-
el) correspond to con-
tours of a constant
density $ ' 0.1 $0. The magenta arrows indicate the initial velocities of the projectile and target
(left panel) and the velocities of projectile and target remnants following trajectories that avoid the
collision (other panels). The bottom panels show contours of constant density in the reaction plane
(the x-z plane). The outer edge corresponds to a density of 0.1 $0, and the color changes indicate
steps in density of 0.5 $0. The back panels show contours of constant transverse pressure in the x-y
plane. The outer edge indicates the edge of the matter distribution, where the pressure is
essentially zero, and the color changes indicate steps in pressure of 15 MeV/fm3 (1 MeV/fm3 %
1.6 ! 1032 Pa; that is, '1.6 ! 1027 atmospheres). The black arrows in both the bottom and the
back panels indicate the average velocities of nucleons at selected points in the x-z plane and x-y
planes, respectively.
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equation of state from heavy nucleus collisions
Danielewicz et al. (2002) Science

er deflections.) The open and solid points in
Fig. 2 show measured values for the directed
transverse flow in collisions of 197Au projec-
tile and target nuclei at incident kinetic ener-
gies Ebeam/A, ranging from about 0.15 to 10
GeV per nucleon (29.6 to 1970 GeV total
beam kinetic energies) and at impact param-
eters of b ! 5 to 7 fm (5 " 10#13 to 7 "
10#13 cm) (13–16). The scale at the top of
this figure provides theoretical estimates for
the maximum densities achieved at selected
incident energies. The maximum density in-
creases with incident energy; the flow data
are most strongly influenced by pressures
corresponding to densities that are somewhat
less than these maximum values.

The data in Fig. 2 display a broad maxi-
mum centered at an incident energy of about
2 GeV per nucleon. The short dashed curve
labeled “cascade” shows results for the trans-
verse flow predicted by Eq. 1, in which the
mean field is neglected. The disagreement of
this curve with the data shows that a repulsive
mean field at high density is needed to repro-
duce these experimental results. The other
curves correspond to predictions using Eq. 1
and mean field potentials of the form

U ! $a% " b%&)/[1'(0.4%/%0)&–1] ' (Up

(5)

Here, the constants a, b, and & are chosen to
reproduce the binding energy and the satura-
tion density of normal nuclear matter while
providing different dependencies on density
at much higher density values, and (Up de-
scribes the momentum dependence of the
mean field potential (28, 33, 34) (see SOM
text). These curves are labeled by the curva-

ture K § 9 dp/d%)s/% of each EOS about the
saturation density %0. Calculations with larger
values of K, for the mean fields above, gen-
erate larger transverse flows, because those
mean fields generate higher pressures at high
density. The precise values for the pressure at
high density depend on the exact form chosen
for U. To illustrate the dependence of pres-
sure on K for these EOSs, we show the
pressure for zero temperature symmetric
matter predicted by the EOSs with K ! 210
and 300 MeV in Fig. 3. The EOS with K !
300 MeV generates about 60% more pres-
sure than the one with K ! 210 MeV at
densities of 2 to 5 %0 (Fig. 3).

Complementary information can be ob-
tained from the elliptic flow or azimuthal
anisotropy (in-plane versus out-of-plane
emission) for protons (24, 25, 36). This is
quantified by measuring the average value
*cos2+,, where + is the azimuthal angle of
the proton momentum relative to the x axis
defined in Fig. 1. (Here, tan+ ! py/px , where
px and py are the in-plane and out-of-plane
components of the momentum perpendicular
to the beam.) Experimental determinations of
*cos2+, include particles that, in the cen-
ter-of-mass frame, have small values for the
rapidity y and move mainly in directions
perpendicular to the beam axis. Negative val-
ues for *cos2+, indicate that more protons
are emitted out of plane (+ - 90°or + -
270°) than in plane (+ - 0°or + - 180°), and
positive values for *cos2+, indicate the
reverse situation.

Experimental values for *cos2+, for in-
cident kinetic energies Ebeam/A ranging from
0.4 to 10 GeV per nucleon (78.8 to 1970 GeV
total beam kinetic energies) and impact pa-
rameters of b ! 5 to 7 fm (5 x 10#13 to 7 "
10#13 cm) (17–19) are shown in Fig. 4. Neg-
ative values for *cos2+,, reflecting a pref-
erential out-of-plane emission, are observed
at energies below 4 GeV/A, indicating that
the compressed region expands while the

spectator matter is present and blocks the
in-plane emission. Positive values for
*cos2+,, reflecting a preferential in-plane
emission, are observed at higher incident en-
ergies, indicating that the expansion occurs
after the spectator matter has passed the com-
pressed zone. The curves in Fig. 4 indicate
predictions for several different EOSs. Cal-
culations without a mean field, labeled “cas-
cade,” provide the most positive values for
*cos2+,. More repulsive, higher-pressure
EOSs with larger values of K provide more
negative values for *cos2+, at incident en-
ergies below 5 GeV per nucleon, reflecting a
faster expansion and more blocking by the
spectator matter while it is present.

Transverse and elliptic flows are also in-
fluenced by the momentum dependencies
(Up of the nuclear mean fields and the scat-
tering by the residual interaction within the
collision term I indicated in Eq. 1. Experi-
mental observables such as the values for
*cos2+, measured for peripheral collisions,
where matter is compressed only weakly and
is far from equilibrated (28), now provide
significant constraints on the momentum de-
pendence of the mean fields (21, 28). This is
discussed further in the SOM (see SOM text).
The available data (30) constrain the mean-
field momentum dependence up to a density
of about 2 %0. For the calculated results
shown in Figs. 2 to 4, we use the momentum
dependence characterized by an effective
mass m* ! 0.7 mN, where mN is the free
nucleon mass, and we extrapolate this depen-
dence to still higher densities. We also make
density-dependent in-medium modifications
to the free nucleon cross-sections following
Danielewicz (28, 32) and constrain these

Fig. 2. Transverse flow results. The solid and
open points show experimental values for the
transverse flow as a function of the incident
energy per nucleon. The labels “Plastic Ball,”
“EOS,” “E877,” and “E895” denote data taken
from Gustafsson et al. (13), Partlan et al. (14),
Barrette et al. (15), and Liu et al. (16), respec-
tively. The various lines are the transport the-
ory predictions for the transverse flow dis-
cussed in the text. %max is the typical maximum
density achieved in simulations at the respec-
tive energy.

Fig. 3. Zero-temperature EOS for symmetric
nuclear matter. The shaded region corresponds
to the region of pressures consistent with the
experimental flow data. The various curves and
lines show predictions for different symmetric
matter EOSs discussed in the text.

Fig. 4. Elliptical flow results. The solid and open
points show experimental values for the ellip-
tical flow as a function of the incident energy
per nucleon. The labels “Plastic Ball,” “EOS,”
“E895,” and “E877” denote the data of Gutbrod
et al. (17), Pinkenburg et al. (18), Pinkenburg et
al. (18), and Braun-Munzinger and Stachel (19),
respectively. The various lines are the transport
theory predictions for the elliptical flow dis-
cussed in the text.
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Constraints on R 
possible from 
measurements on 
neutron “skin” thickness 
of 208Pb (Abrahamyan 
et al. 2012, PRL)
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Steiner et al., in prep.
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Summary

Well-developed analytical and numerical theory of nuclear burning in neutron 
star envelopes

Successfully reproduces bursting behavior in some sources

For most sources, burning appears to stabilize at too low an accretion rate

Bursts with photospheric radius expansion can be used to constrain masses, radii

Is the touchdown !ux Eddington (for the quiescent photosphere)?

Why is the normalization constant for some bursts (no evolution of color 
correction factor)?

Potential for learning about dense matter EOS from both astronomical 
observations, nuclear experiment and theory (and gravitational waves?)

Challenge: #tting a heterogeneos dataset (di$erent phenomena and 
instruments)
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neutron stars and nuclear physics

Connecting Quarks with the Cosmos (2006)
“What is the nature of dense matter?” is one of the top unanswered questions 
for the 21st century

New Worlds, New Horizons in Astronomy and Astrophysics
“Measuring neutron star masses and radii yields direct information about the 
interior composition [of neutron stars] that can be compared with theoretical 
predictions.”

Scienti#c Opportunities with a Rare-Isotope Facility in the United States, National 
Research Council (2006)

There are roughly one billion neutron stars in our galaxy, yet their internal 
structure and the composition of their crusts are poorly understood.  ... a 
[Facility for Rare-Isotope Beams] can study the central questions concerning 
the composition and energetics of their upper mantles.
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